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a b s t r a c t

Downscaling techniques are used to obtain high-resolution climate projections for assessing the impacts
of climate change at a regional scale. This study presents a statistical downscaling tool, SCADS, based on
stepwise cluster analysis method. The SCADS uses a cluster tree to represent the complex relationship
between large-scale atmospheric variables (namely predictors) and local surface variables (namely
predictands). It can effectively deal with continuous and discrete variables, as well as nonlinear relations
between predictors and predictands. By integrating ancillary functional modules of missing data
detecting, correlation analysis, model calibration and graphing of cluster trees, the SCADS is capable of
performing rapid development of downscaling scenarios for local weather variables under current and
future climate forcing. An application of SCADS is demonstrated to obtain 10 km daily mean temperature
and monthly precipitation projections for Toronto, Canada in 2070e2099. The contemporary reanalysis
data derived from NARR is used for model calibration (1981e1990) and validation (1991e2000). The
validated cluster trees are then applied for generating future climate projections.

� 2013 Elsevier Ltd. All rights reserved.
, Qianguo Lin, Xianghui
an, Zhong Li, Yao Yao,

ring and Applied
na SK S4S 7H9 Canada.
6-585-4855; Email:
1. Introduction

Futureprojections of climate change canbe obtained fromGlobal
Climate Models (GCMs) based on multiple emission scenarios.
Applied Science, University of
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All rights reserved.
However, for assessing the impacts of climate change at a regional
scale, outputs of GCMs cannot be used directly due to the mismatch
in the spatial resolution between GCMs and impacts assessment
models (Hashmi et al., 2009; Willems and Vrac, 2011). Generally,
GCMs have spatial resolutions in the order of hundreds of kilome-
ters, while a much finer resolution (in the range of tens of kilome-
ters, or even less) is required for impact analysis. Downscaling
techniques are therefore developed in recent years to handle the
spatial mismatch as an alternative to improve regional or local es-
timates of variables from GCM outputs (Hessami et al., 2008).

According to reviews of previous studies (Hewitson and Crane,
1996; Wilby and Wigley, 1997; Wilby et al., 1998, 2004; Murphy,
1999; Mearns et al., 2003), downscaling techniques can be classi-
fied into dynamical and statistical. As a typical dynamical down-
scaling approach, Regional Climate Models (RCMs) cannot only
generate precipitation and temperature time series that contain
temporal and spatial correlation consistent with physical mecha-
nisms, but also help identify out-of-sample climate conditions and
mechanisms previously not observed. However, it is difficult for
RCMs to quickly generate a large set of possible outcomes and to
cost-effectively provide high resolution station data. By contrast,
statistical downscaling mainly involves developing quantitative
relationships between large-scale atmospheric variables (or
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predictors) and local surface variables (or predictands), which is
easier to implement with much lower computation requirements
(Wilby et al., 2004). Therefore statistical downscaling approach is
widely used in studies of climate change impacts (Heyen et al.,
1996; Maak and von Storch, 1997; Beckmann and Adri Buishand,
2002; Huth, 2002; Wood et al., 2004; Fowler et al., 2007; Timbal
et al., 2009; Hashmi et al., 2011; Phatak et al., 2011; Mullan et al.,
2012). In general, statistical downscaling methods can be classi-
fied into three categories: weather classification schemes (e.g.
analog method, fuzzy classification, Monte Carlo methods),
regression models (e.g. linear regression, stochastic models, spell
length methods, mixture modeling) and weather generators (e.g.
neural networks, canonical correlation analysis). Correspondingly,
a number of downscaling tools were recently developed to facilitate
climate change impact studies. For example, Wilby et al. (2002)
developed a regression-based downscaling tool known as SDSM;
Hessami et al. (2008) proposed an automated statistical down-
scaling (ASD) tool based on SDSM; Semenov and Barrow (1997)
developed a weather generator model known as the Long Ashton
Research StationWeather Generator (LARS-WG); Willems and Vrac
(2011) developed an artificial intelligence data driven model using
the Gene Expression Programming (GEP) to create symbolic
downscaling functions. Among these downscaling approaches,
most of them assume that each predictand of interest is a function
of predictors. This is especially true for regression-based models.
However, there is no guarantee that such a functional relationship
must exist between predictand and predictors. Although we can
establish a functional relationship constrainedly by reducing the
number of variables or introducing more assumptions, it might not
be able to improve significantly the projection quality compared to
coarser outputs of GCMs. To this end, a stepwise-cluster-analysis-
based downscaling tool (SCADS) will be proposed in this study,
which expresses the complex interactions between predictors and
predictands as a cluster tree, without requiring assumptions of
functional relationships.

The proposed downscaling tool is inspired by a stepwise cluster
analysis (SCA) method which was firstly introduced by Huang
(1992). The SCA has been widely applied for environmental studies
over the past years. For example, Huang et al. (2006) developed a
forecasting system for supporting remediation design and process
control based on SCA; Qin et al. (2007) applied SCA for establishing a
linkage between remediation actions and system responses. The
main purpose of this study is to develop a downscaling tool based on
SCA and to test its capability of obtaining finer scenarios from coarser
outputs of GCMs or RCMs. The following sections start with an
overview of the SCAmethod on its basic principle, modeling process,
and software implementation. An illustrative example is then pre-
sented to obtain 10 km high-resolution climate projections of Tor-
onto, Canada in 2070e2099 by downscaling a 25 km scenario
outputted from the PRECIS (Providing REgional Climates for Impacts
Studies) model e a regional climate modeling system developed by
the Met Office Hadley Centre. The last section states the main con-
clusions and recommendations in terms of SCADS application aswell
as its limitation.

2. Methodology

2.1. Basic principle of SCA

The fundamental algorithm of SCA is based on the theory of
multivariate analysis of variance (Morrison, 1967; Cooley and
Lohnes, 1971; Overall and Klett, 1972). In SCA, sample sets of
dependent variables will be cut or merged into new sets (i.e. chil-
dren clusters) based on given criteria, and the values of indepen-
dent variables will be used as references to determine which new
set a sample in the original set (i.e. parent cluster) will enter (Huang
et al., 2006). The construction of a SCA cluster tree requiresmultiple
cutting and merging operations, such a process is actually to divide
the original set of dependent variables into many irrelevant subsets
according to specific criteria which will be described later in this
section. The generated cluster tree can express the complex re-
lations between predictors and predictands, it will be used to
predict future values of predictands based cutting or merging op-
erations are based on theWilks’L statistic (Wilks, 1962), defined as
L ¼ jEj/jED Hj, where E and H are the within- and between-group
sums of squares and cross products matrices, respectively. Let two
sets of dependent variables e and f contain ne and nf samples,
denoted as the following vectors: ei ¼ (e1i, e2i,., edi)0, i ¼ 1, 2, 3,.,
ne, and fj ¼ (f1j, f2j, f3j, ., fdj)0, j ¼ 1, 2, 3, ., nf, where d is the
dimension of e and f. Then the H and E can be given by:

E ¼
Xne

i¼1

ðei � eÞ0ðei � eÞ þ
Xnf

j¼1

�
f j � f

�0�
f j � f

�
(1)

H ¼ nenf
ne þ nf

�
e� f

�0�
e� f

�
(2)

where e is the sample mean of set e, f is the sample mean of set f,
respectively. They can be defined as follows:

e ¼ 1
ne

Xne

i¼1

ei (3)

f ¼ 1
nf

Xnf

j¼1

f i (4)

For example, let

e ¼
�
e1
e2

�
¼

�
36 9:98
48 12:96

�
; f ¼

2
4 f1
f2
f3

3
5 ¼

2
450 9:84
31 8:84
29 8:9

3
5

where ne ¼ 2, nf ¼ 3, d ¼ 2, e ¼ (42, 11.47), f ¼ (36.67, 9.19). Ac-
cording to Equations (1) and (2), E and H can be calculated as
follows:

E ¼
�
340:67 30:75
30:75 5:07

�
; H ¼

�
34:13 14:57
14:57 6:22

�
:

According to Rao’s F-approximation (Rao, 1952), the Wilk’s L

statistic under the above two groups of samples can be correlated
to a F-variant as follows:

F
�
d; neþnf � d� 1

�
¼ 1�L

L
$
ne þ nf � d� 1

d
(5)

As described inWilk’s likehood-ratio criterion (Wilks, 1962), the
smaller the L value, the larger the difference between the sample
means of sets e and f. Since the L value is directly related to the F
statistics, we can compare the sample means of the two data sets
for significant differences through F-test (Huang et al., 2006; Qin
et al., 2008). The null hypothesis would be H0: me ¼ mf versus the
alternative hypothesis H1: me s mf, where me and mf are population
means of sets e and f. Let the significance level be a. The criterion
for cutting would be: Fcal � Fa and H0 is false, which implies that
differences of means between two sets are significant; whereas,
Fcal < Fa and H0 is true would be the merging criterion which in-
dicates these two sets have no significant variations.
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2.2. Building a cluster tree

As described above, the principle of SCA is to divide a cluster
(i.e. a sample set) containing a number of dependent and inde-
pendent variables into indivisible sub-clusters, based on a series of
cutting and merging operations. Generally, the initial operation
will be cutting action by which samples in a parent cluster will be
divided into two groups. After that, merging and cutting opera-
tions will be performed step by step until none of the sub-clusters
can be further divided or merged with other sub-cluster. To better
understand such a stepwise clustering procedure, the following
cluster (namely C) will be used as an example for illustrational
purpose, consisting of independent variable X and dependent
variable Y:

X ¼

2
66664

x1
x2
x3
x4
x5

3
77775 ¼

2
66664

39:9 27
9:1 8
11:4 14
20:5 29
27:3 26

3
77775; Y ¼

2
66664

y1
y2
y3
y4
y5

3
77775 ¼

2
66664

29 8:9
36 9:98
48 12:96
50 9:84
31 8:84

3
77775;

C ¼ ½X;Y� ¼

2
66664

0
BBBB@

39:9 27
9:1 8
11:4 14
20:5 29
27:3 26

1
CCCCA

0
BBBB@

29 8:9
36 9:98
48 12:96
50 9:84
31 8:84

1
CCCCA

3
77775:

The detailed cutting operation is described as follows (Huang,
1992; Huang et al., 2006; Qin et al., 2008):

(1) Sequence the cluster in an ascending order by the kth column
of the independent variables, where k ¼ 1, 2, ., m, m is the
total number of columns. The ordered cluster can be
expressed as Cs(k, r), where s shows step flag of operations, k
and r indicate column and row index of the independent
variables respectively. For example, if k ¼ 1, the ordered
cluster, C0(1) will be:

2
6
0
B 9:1 8

11:4 14

1
C
0
B36 9:98

48 12:96

1
C
3
7

C0ð1Þ ¼ ½X0ð1Þ;Y0ð1Þ� ¼
6664
BBB@20:5 29

27:3 26
39:9 27

CCCA
BBB@50 9:84

31 8:84
29 8:9

CCCA
7775

(2) For each ordered cluster, divide it into two groups iteratively
by the index of the rth row of independent variables, where
r ¼ 1, 2, ., n, n is the total number of rows. For example, if
r ¼ 2 and k ¼ 1, we have two groups C01(1, 2) and C02(1, 2) as
follows:

C01ð1; 2Þ ¼ ½X01ð1; 2Þ;Y01ð1; 2Þ� ¼
��

9:1 8
11:4 14

��
36 9:98
48 12:96

��
;

C02ð1; 2Þ ¼ ½X02ð1; 2Þ;Y02ð1; 2Þ� ¼
2
4
0
@20:5 29
27:3 26
39:9 27

1
A
0
@50 9:84
31 8:84
29 8:9

1
A
3
5:

(3) Calculate the Wilk’sLs(k, r) statistic for the pair of Ys1(k, r) and
Ys2(k, r). For example, if k ¼ 1 and r ¼ 2, we have L0(1, 2)
statistic for the pair of Y01(1, 2) and Y02(1, 2) as follows:
jEj
����
�
340:67 30:75
30:75 5:07

�����

L0ð1; 2Þ ¼ jEþHj ¼ ����

�
340:67 30:75
30:75 5:07

�
þ
�
34:13 14:57
14:57 6:22

�����
¼ 0:36:
(4) Identify theminimal value among all possible results ofLs(k, r),
denoted asLs(k, r)*, which will be used to calculate the F-value
(i.e. Fcal) according to Equation (5). For the given example (C0),
the minimal value of L is achieved while k ¼ 2 and r ¼ 4 (i.e.
the 4th row while sorted by the 2nd column). Let the signifi-
cance level a ¼ 0.05, we have Fcal ¼ 54.71 > F0.05(2, 2) ¼ 19.
Thus, cluster C can be cut into two sets (C1 and C2) as follows:

2
6
0
B 9:1 8

11:4 14

1
C
0
B36 9:98

48 12:96

1
C
3
7

C1 ¼ ½X1; Y1� ¼ 64B@27:3 26
39:9 27

CAB@31 8:84
29 8:9

CA75;

C2 ¼ ½X2; Y2� ¼ ½ð20:5 29 Þð50 9:84 Þ�:

where the classifications of samples in C1 and C2 are determined
based on x2 � 27 and x2 > 27 respectively.

The merging process is relatively simple compared to the cut-
ting operation. The judging criterion is also based on the F-value of
two sub-clusters. If Fcal < Fa, it means these two sub-clusters have
no significant difference and therefore can be merged into one
cluster. The cutting and merging processes will be performed
alternately by following such a rule: when no cluster can be cut,
mergence of clusters will be performed; when no cluster can be
merged with another cluster, cutting actionwill be carried out; step
by step, when all hypotheses of further cutting or mergence are
rejected, a cluster tree can then be derived for each dependent
variable (Huang, 1992; Huang et al., 2006). A typical cluster tree
may include intermediate clusters, cutting and merging rules, leaf
clusters, as well as related statistical information. If an intermediate
cluster can be cut, the cutting rule must be specified to help
determine which sub-cluster a new sample should belong to in the
prediction process. A leaf cluster is a sample set that can no longer
be cut or merged, the mean value of the sample set or an interval
bounded by the maximum and minimum values of the sample set
can be used to estimate the predicting results. The prediction
process for a given independent sample sets is in fact a searching
process starting from the top of the tree and ending at a leaf cluster,
following the flow path guided by the cutting and merging rules
(Huang et al., 2006).
3. Development of SCADS

In general, the process of obtaining downscaled climate pro-
jections can be summarized as four steps: 1) screening a set of
predictors for each predictand of interest, which generally requires
some necessary correlation analyses for each pair of predictor and
predictand; 2) establishing a quantitative relationship between
predictors and predictands based on sample data, which is named
as “training” in this study; 3) validating the established relationship
against observation data to evaluate its performance in reproducing
historical climate; and 4) generating local climate projections based
on the established relationship, this step is called “prediction” in
this study. The route chart for the development of SCADS is illus-
trated in Fig. 1. The outcome of the training process is a cluster tree
which can deal with continuous and discrete variables, as well as
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nonlinear relationships among the variables. The inputs for this
prediction effort are primarily from large-scale climate projections
outputted by GCMs or RCMs.

The SCADS is a web-based downscaling tool such that users from
any countries around the world can access it freely through Internet.
The users of SCADS are required to register an account tomake use of
all provided functions. Fig. 2 shows the main interface of SCADS,
through which users can log into the system with their account in-
formation created by themselves. In order to avoid slowing down the
hosting web server and to manage all downscaling requests effec-
tively, we applied a queuing rule (namely, first come first served) for
the development of SCADS to control user requirements on
computing resources and time consumption. The main functions of
SCADS will be introduced in the following sections.
Fig. 1. Flow char
3.1. Missing-data detection

Missing data arise in almost all serious statistical analyses
(Gelman and Hill, 2006). Non-response or unreasonable results due
to missing data may lead to a distraction to research goals. There-
fore, it is necessary to check if the sample collection contains
missing data as well as to make clear their distribution in terms of
time series and data matrix structure, so that suitable approaches
could be chosen to handle the missing data. The SCADS has inte-
grated missing-data detection function which helps user under-
stand how many elements are missing and how these missing
values are distributed in a sample collection. As illustrated in Fig. 3,
the original data collection contains four missing elements which
are indicated by “NA”. The missing overview panel generated by
t of SCADS.



Fig. 2. Main interface of SCADS.

Fig. 3. Illustration of missing-data detection.
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SCADS gives a visual plot of the input data with missing elements
highlighted in red color (in the web version). Meanwhile, a missing
report is outputted by SCADS including detailed statistical infor-
mation such as total number of missing elements, and missing
location (row and column indices).
3.2. Correlation analysis

The correlation analysis function is intended to help screen a set
of predictors effectively which is used to predict the value of cor-
responding predictand. In this study, we use the correlation coef-
ficient (also known as R) as a criterion to measure the association
between each pair of predictor and predictand. The correlation
coefficient is a measure of the strength of the straight-line or linear
relationship between two variables (Rodgers and Nicewander,
1988), by taking on values ranging between �1 and þ1. The þ
or � sign denotes the direction of the correlation. The positive sign
denotes direct correlation whereas the negative sign denotes in-
verse correlation. The closer the number moves towards 1, the
stronger the correlation is. Zero signifies no correlation. Therefore,
the correlation analysis module is designed based on correlation
coefficient in two basic ways: to determine the predictive ability of
a predictor and to determine the correlation between a predictor
and its corresponding predictand. Fig. 4 shows an illustration of the
correlation analysis module integrated in the current version of
SCADS. The calculated correlation coefficient value is highlighted
with different background colors (in the web version). A gradual
color change from yellow (in the web version) to red (in the web
version) indicates a gradual increase in the absolute value of cor-
relation coefficient. By clicking on the correlation coefficient value
for each pair of predictor and predictand, a pop-up window will be
displayed containing a scatter plot which is helpful to understand
Fig. 4. Illustration of correl
the distribution pattern of all sample points as well as to identify
extreme points effectively.
3.3. Training

Training process is to establish a relationship between pre-
dictors and predictands and to represent it using a quantified
function or in other forms. In SCADS, the training-related trans-
actions can be initialized and processed by creating a training job.
The complicated relationship between predictors and predictands
is expressed as a cluster tree. Three steps are required to create a
training job in the current version of SCADS: 1) choose samples, 2)
review samples, and 3) confirm and submit. It is recommended that
users inspect the sample data before proceeding to create a new
training job, with the aid of missing data checking and correlation
analysis modules. If samples with missing data were inputted to a
training job without any pre-processing, the SCADS would elimi-
nate the entire data row as long as at least one element was
missing. When creating a new training job, users will be asked to
specify a friendly name to identify the job. The total time consumed
by a training job often varies considerably. Generally, it depends on
the sample size (i.e. total rows of sample collection), the numbers of
predictors and predictands, and the correlation for each pair of
predictor and predictand.

After a training job is submitted, the SCADS will decide whether
it should be started immediately. If there are some jobs submitted
before this job and at least one of them is waiting or running, the
new job will be added into the waiting queue. Otherwise, it will
begin to run right away. Once the training job is completed, the
SCADS will output two plain-text files: tree file and map file,
including cluster tree pathway and leaf nodes, respectively. A
Windows-based utility, namely SCADS Cluster Tree Generator (CTG
ation analysis module.



Fig. 5. Main interface of SCADS CTG V1.0.
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V1.0), is developed togetherwith SCADS to facilitate visualization of
the cluster tree outputted by the training process. The main inter-
face of CTG V1.0 is shown in Fig. 5.

3.4. Calibration

In the process of calibration, various parts of the model,
including the input values, are changed so that themeasured values
(i.e. observations) are matched by the simulated values, with the
purpose of accurately representing significant aspects of the actual
system (Hill, 1998). In the SCADS, there is only one input parameter
to be calibrated e significance level (a). Generally, its initial value
may range from 0.01 to 0.05. The higher the significance level, the
less sensitive the model will be, and the fewer leaf nodes for the
resulting cluster tree. The default significance level in the SCADS is
0.05. However, users can adjust it repeatedly until the downscaled
outputs match the sample predictands with an acceptable level of
accuracy.

3.5. Validation

Validation is used to determine whether a model is an accu-
rate representation of the real system, which is usually achieved
through an iterative process of comparing the model to actual
system behavior (Kleijnen, 1995; Bennett et al., 2013). The use of
R-squared (R2, the coefficient of determination) is well estab-
lished in classical regression analysis (Rao, 1973). Its definition as
the proportion of variance explained by the regression model
makes it useful as a measure of success of predicting the
dependent variable from the independent variables (Nagelkerke,
1991). Therefore, the SCADS employed the coefficient of deter-
mination as a key criterion to validate the model performance. As
shown in Fig. 6, a number of R-squared values are calculated for
each pair of predicted and observed predictands. By clicking on
each value, a top-up window including the scatter plot of pre-
diction versus observation will be displayed to help understand
the model’s performance visually.
3.6. Prediction

The prediction module is utilized to assistant users in devel-
oping high-resolution downscaled scenarios based on the validated
cluster tree. The process of creating a prediction job is straightfor-
ward. The users specify the training job name as well as input data
for predictor variables. In return, the SCADS predicts the corre-
sponding predictands, according to the output tree and map files
from the training process.

4. Application of SCADS

The SCADSwas applied to the City of Toronto, Canada. Large-scale
predictor variables for the period of 1981e2000 were derived from
North American Regional Reanalysis Dataset (NARR), which were
originally produced at the National Centers for Environmental Pre-
diction (NCEP). The NARR project was an extension of the NCEP
Global Reanalysis over the North America. The NARRmodel used the
very high resolution NCEP EtaModel (32 km/45 layer) together with
the Regional Data Assimilation System (RDAS) which, significantly,
assimilated precipitation along with other variables (Mesinger and
Coauthors, 2006; Saha and Coauthors, 2010). The collected data
were then re-gridded to the 25 km grids of the PRECIS model for
predictionpurpose. Regional-scale predictand variables such as daily
mean temperature (�C) andmonthlyprecipitation (mm) for the same
period were extracted from the 10 km gridded climate dataset as
provided by the National Land and Water Information Service,
Agriculture and Agri-Food, Canada. The gridded data were interpo-
lated from daily Environment Canada climate station observations
through a thin plate smoothing spline surface fitting method as
implemented by ANUSPLIN V4.3 (NLWIS, 2008). The first ten-year
data (i.e. 1981e1990) were used for model calibration, and the
remaining ten-year ones (i.e. 1991e2000) for model validation.

Secondly, a limited set of large-scale predictor variables were
screened out from a large suite of candidate variables with the aid
of correlation analysis of SCADS. Table 1 lists correlation co-
efficients of candidate predictors versus daily mean temperature



Fig. 6. Illustration of validation module.
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and monthly precipitation. The bold values, denoting predictor
variables selected for the training and prediction processes, indi-
cate the most promising combinations of predictor variables and
the corresponding predictands.

The screened sets of predictors were inputted to the training
process to generate cluster trees at different significance levels (i.e.
0.01, 0.02, 0.03, 0.04, and 0.05). Results of daily mean temperature
and monthly precipitation for the period of 1981e1990 were
reproduced based on the generated cluster trees. Table 2 shows the
calibration results at different significance levels with consider-
ation of R-squared and root mean square errors (RMSE). It indicates
Table 1
Correlation coefficients of candidate predictors at Toronto, 1981e1990.

Predictor Predictand Predictor Predictand

Tmean (�C) Precip (mm) Tmean (�C) Precip (mm)

HGT500 0.856 0.07 PRESsfc �0.231 �0.188
TMP500 0.868 0.135 TMPsfc 0.971 0.049
SPFH500 �0.166 �0.047 TMP2m 0.978 0.064
VVEL500 �0.039 L0.286 SPFH2m 0.916 0.146
UGRD500 �0.311 0.012 RH2m �0.278 0.286
VGRD500 0.043 0.255 PRES2m �0.237 �0.19
HGT700 0.796 0.02 UGRD10m �0.228 �0.196
TMP700 0.873 0.128 VGRD10m 0.09 �0.005
SPFH700 �0.089 �0.026 TMP10m 0.978 0.063
VVEL700 0.045 L0.243 PRES10m �0.232 �0.189
UGRD700 �0.224 0.033 SPFH10m 0.916 0.146
VGRD700 0.085 0.276 UGRD30m �0.218 �0.197
HGT850 0.584 �0.075 VGRD30m 0.084 �0.005
TMP850 0.92 0.134 TMP30m 0.979 0.062
SPFH850 �0.029 �0.005 PRES30m �0.221 �0.189
VVEL850 �0.115 L0.239 SPFH30m 0.916 0.146
UGRD850 �0.125 0.012 APCPsfc3h 0.095 0.447
VGRD850 0.12 0.268 VORT500 0.028 0
HGT1000 �0.192 �0.189 VORT700 �0.067 �0.028
TMP1000 0.979 0.07 VORT850 �0.075 �0.081
SPFH1000 0.911 0.151 VORT1000 �0.156 L0.225
VVEL1000 �0.097 �0.095 VORT10m �0.135 �0.128
UGRD1000 �0.235 L0.202 VORT30m �0.174 �0.175
VGRD1000 0.095 �0.028

Bold signifies predictors that were selected in the modeling process.
that there is a slight improvement in estimating monthly precipi-
tation while a value increases from 0.01 to 0.05. The best fitting
results for precipitation could be obtained when a ¼ 0.04, with R-
squared being 0.5279 and RMSE 16.1787 mm. However, choosing
different a levels would not significantly affect the fitting results of
daily mean temperature (with R-squared being a constant value of
0.9710), except a very slight improvement in RMSE when a ¼ 0.05.
Therefore, the calibrated significance levels for temperature and
precipitation would be different from each other in this example;
the projected value for daily mean temperature would be 0.05,
while that for monthly precipitation be 0.04.

To validate the performance of SCADS in hindcasting recent
climate, values of daily mean temperature and monthly precipita-
tion in the period of 1991e2000 were reproduced through cali-
brated cluster trees. The SCADS outputs were compared with the
observed data retrieved from Environment Canada. Fig. 7 shows the
validation results for daily mean temperature during the validation
period of 1991e2000. The high R-squared value of 0.9705 indicates
the SCADS can better reproduce the observed daily temperature,
with RSME being as low as 1.6689 �C for the 10-year period. Fig. 8
shows the validation result for monthly precipitation. The overall
performance of SCADS was satisfactory in hindcasting the monthly
total precipitation for the validation period (with a R-squared value
of 0.5156 and a RSME of 16.8004 mm), revealing the capability of
SCADA in estimating extreme precipitation values which are usu-
ally related to extreme weather events such as floods in summer
and snow storms in winter.
Table 2
Calibration results at different significance levels, 1981e1990.

Significance level (a) Tmean Precip

R2 RMSE (�C) R2 RMSE (mm)

0.01 0.9710 1.6916 0.4775 16.8632
0.02 0.9710 1.6912 0.5071 16.4723
0.03 0.9710 1.6913 0.5090 16.3432
0.04 0.9710 1.6913 0.5279 16.1787
0.05 0.9710 1.6908 0.5117 16.5368

Bold represents significance levels that were chosen in the modeling process.
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Fig. 7. Validation for daily mean temperature at Toronto, 1991e2000.
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Containing the complex relationships between predictors and
daily mean temperature and monthly precipitation, the validated
cluster trees were next used to downscale equivalent regional
predictor variables from the PRECIS model. The results of PRECIS
model for Toronto were provided by the Center for Studies in
Energy and Environment from the University of Regina (CSEE,
2010). Two 30-year time-slices were considered in this illustra-
tion to project the future climate scenarios of 1961e1990 and
2070e2099. The former period is generally defined as a baseline
indicating the current climatic forcing, while the latter is indic-
ative of future climate. Changes of future climate relative to the
baseline period were then analyzed to help understand plausible
future variations in daily mean temperature and monthly
precipitation.

Fig. 9 shows changes in monthly mean temperature at Toronto
for the period of 2070e2099 relative to the mean values in the
baseline period. It reports a consistent increasing trend of mean
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Fig. 8. Validation for monthly precip
temperature in all months, with an average change around þ4 �C.
Warming phenomena in January, February and March are consid-
erably apparent with the change as high as þ5 to þ6 �C, while the
remaining months shows relatively low increases (equal to or less
than þ4.5 �C). Overall, the projected warming trends would sub-
stantially lift the annual mean temperature to a great extent in
2070e2099. For example, the winter average temperature (i.e.
December, January, and February) would be above 0 �C, while the
summer one (i.e. June, July, and August) would be as high as 23 �C.

Fig. 10 shows changes in monthly total precipitation levels in
Toronto for the period of 2070e2099 relative to those for the
baseline period. There is a large variation in the changes of total
precipitation from January to December. The total precipitation
levels in winter (i.e. December, January, and February) and spring
(i.e. March, April, and May) show significant increases within the
range of þ26 to þ46 mm, except that in May (only þ5 mm).
However, the monthly precipitation totals in JulyeSeptember are
Precip
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Fig. 9. Changes in monthly mean temperature at Toronto between 2070e2099 and 1961e1990.
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Fig. 10. Changes in monthly total precipitation at Toronto between 2070e2099 and 1961e1990.
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projected to decrease by �3 to �15 mm while no obvious changes
are observed in June and October. In general, the annual precipi-
tation in Toronto would increase since the magnitudes of expected
increases are much higher than those of projected decreases in
terms of monthly total precipitation.

5. Caveats

The developed downscaling tool depends on a number of as-
sumptions that may impose severe caveats on its future applica-
tions. First, the SCADS is still a statistical downscaling tool. In other
words, all fundamental assumptions of statistical downscaling still
hold for the SCADS. For example, the basic assumption is that the
statistical relationships developed for the present climate also hold
for the future e a limitation that also applies to dynamical models
(Wilby et al., 2004); the predictor set is supposed to sufficiently
represent future climate change signals, which requires that the
predictors be screened based on their relevance to the target pre-
dictands as well as their accurate representation by climate models
(Wilby and Wigley, 2000; Giorgi et al., 2001). Secondly, the SCADS
assumes that the local variables are normally distributed so that the
cutting and merging process can be effectively handled based on
the Wilk’s statistic. Therefore, poor results would be obtained for
daily precipitation because most days in a year might have no
precipitation (i.e. 0 mm) which leads to a gamma distribution. To
deal with this weakness, further improvements regarding down-
scaling daily precipitation could be carried out by introducing
precipitation occurrence model and precipitation amount model
proposed by Fealy and Sweeney (2007). Thirdly, the cluster tree is
trained and calibrated based on the previous climate of the target
region. It means that the future projections of target predictands
will not lie outside the range of the previous climatology; conse-
quently, new extreme values cannot be captured. In addition, future
efforts will also focus on improving the software’s capability of
projecting extremes as caused by local non-stationary process in
the context of climate change, such as hydro-meteorological ex-
tremes (Khaliq et al., 2006).

6. Conclusions

A statistical downscaling tool (SCADS) has been developed to
assist obtaining high-resolution climate change scenarios, based on
the stepwise cluster analysis method. The SCADS uses a cluster tree
to represent the complex relationship between large-scale atmo-
spheric variables and local surface variables. It can effectively deal
with continuous and discrete variables, as well as nonlinear re-
lations between predictors and predictands. By integrating ancil-
lary functional modules of missing data detecting, correlation
analysis, model calibration and graphing of cluster trees, the SCADS
can perform rapid development of downscaling scenarios for local
weather variables under current and future climate forcing. SCADS
was used to generate 10 km daily mean temperature and monthly
precipitation projections for Toronto, Canada. Two cluster trees
were built based on the observed data of 1981e1990, andwere then
used to reproduce the historical climatology of 1991e2000 for
validation purpose. The results showed that the observed temper-
ature and precipitation in the validation period were well hind-
casted by SCADS. The validated models were then applied to obtain
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temperature and precipitation projections for the period of 2070e
2099.
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